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Abstract The explosion of multimedia content in social media networkises a
great demand of developing tools to facilitate producihgysg and viewing media
content. Particularly, Flickr groups, self-organized coumities with declared, com-
mon interests, are able to help users to conveniently [j@atie in social media net-
work. In this paper, we address the problem of automaticatpmmending groups
to users. We propose to simultaneously exploit media césiteamd link structures
between users and groups. To this end, we present a prabaldient topic model
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to model them in an integrated framework, expecting to jpidiscover the latent in-
terests for users and groups and simultaneously learn toenraendation function.
We demonstrate the proposed approach on the dataset cifearte&lickr.com.

Keywords Flickr group- RecommendationSocial topic model

1 Introduction

Recent years have witnessed an explosion of multimedigots)tinvolving images,
videos and text, in social media networks. Users are ableotdyze, view, share and
reproduce content in a number of social scenarios, and eteract with media to
create additional metadata such as tags and comments.iliafaasers to conve-
niently digest media content, a lot of tools, such as tagthamage and video search
in Flickr, and Flickr groups, have been developed, and aflo¢égearch efforts have
been conducted. Particularly, in this paper, by investigathe varied facilities in
social media networks, we study Flickr groups and addrespithblem of automati-
cally recommending Flickr groups to users.

Flickr groups, a social connection feature on Flickr, aters@naged communi-
ties with common interests, where users can share and conomg@otos, most on
specific topics, such as landmarks, animals and sports. Amgbe of Flickr group
is shown in Figure 1 and example photos from its members anersim Figure 2.
They are not only containers of media contents but also badg connect users for
social media. Groups are created spontaneously but nabmagdpeople participate
in groups for specific intentions (e.g., interested in trsual content or introduced
by other users with similar interest), and the photos in ttoeig are with a common
theme. The current system is able to index and retrieve hapgrto help users con-
veniently search and discover groups of interest. Howereryder to make users
access to desired groups more easily, it is necessary toydaplautomatic group
recommending system upon the social media infrastructure.

Our principle for recommending groups to users is that tieeuand the recom-
mended groups have large probability of sharing the sintélEnt interests, which
can be discovered and mined from the rich information al#glan social media
networks including metadata, uploaded and shared imagés igroups. Moreover,
rather than separately discovering the latent interesissahsequently learning the
recommendation function from the available links betwessrsiand groups, we pro-
pose asocial topic model to simultaneously discover latent interests for users and
groups and estimate the recommendation function. Spdbjfigee first present a
probabilistic latent topic model to capture the intere$tssers and groups. To match
interests of users and groups, we impose the restrictiohesettwo topic models to
share the common latent topic bases. Next, we explore tbptldiscovery process
by capturing the social link structure to connect the cominterest topics between
users and groups. Simultaneously, a recommendation &mistembedded over the
social connections underlying the discovered latent ®o@ia effective inference ap-
proach based on Gibbs sampling is applied to efficientlydbthie latent topics and
the recommendation functions.



Recommending Flickr groups with social topic model 3

198 Dog Days (=l ] More ~
A /’ g Day

Group Pool  Discussion 10,868 Members Map  Join This Group

Group Pool 103,290 tems| Or

w
k2,

by Poppy524 by Peter

by Devilstar by phil_dag

00l Join?

by Midnight... by concept..

[ sEARCH | » More photos

Fig. 1 An example of Flickr group: Dog Days.

2 Related work

Flickr group has become one of the most representativelsoeidia networks con-
necting hundreds of thousands of interest groups. Its camialesuccess has been
attracting more research attention to study many intergstocial phenomenons
occurring in this platform. One of the pioneer works is armaly the Flickr group
ecosystem [23,25] and designing new group-search stegtéyi a topic-based rep-
resentation for groups computed from group tags. Topickt §plores discovered
topic-based representations for users and groups ancefortite ranks users and
groups for each topic for another Flickr exploration expece. Hypergroup [22]
presents an approach to cluster Flickr groups in order to $edrch Flickr groups.
The semantic hierarchies of Flickr groups are also expladite[18]. Flickr groups
are also used to help finding landmark photos [1].

All these work encourages to develop and deploy automatioggrecommend-
ing system for Flickr. The approaches in [30,31] are progdsediscover the la-
tent events or topics by mining the visual contents and tem® images and then
recommend photos to groups by matching their latent evertispics. The Sheep-
Dog system [6] recommends Flickr groups to photos by detgghoto concepts. A
semi-automatic approach was presented to loop human iefartitess of suggesting
Flickr groups to users [5] that combines the group classifiRecommending Flickr
groups to users is more challenging because user’s profif@ics a set of photos
and extra existing user-group relations. This motivates ursvestigate a new way to
perform group recommendation.

Suggesting groups to users was ever studied in [32,33] bylgioasting it into
the collaborative filtering framework and directly applyitensor-based approaches
for recommendation. Those approaches neglect the riclahistormation associ-
ated with the photos. In contrast, our approach explorels bisual contents and
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Fig. 2 Example photos from the two members of theg Days Flickr group.

social relations to discover and match the latent interesissers and groups for
recommendation.

Besides social media networks, social communities haxel#en investigated
and studied in other social networks, including Faceboaku©and so on. An ap-
proach to model social groups is presented in [21] by agdgiregandividual user
models, in order to cope with the potentially conflictingferences of multiple users
when selecting items for recommendation. A group recommagoidapproach is pre-
sented in [4] by detecting intrinsic communities of userowdpreferences are sim-
ilar. The group personality composition is investigate@] for group recommen-
dation. A combinational collaborative filtering approa@hif proposed to fuse both
semantic and user information for community suggestioseksally most current
approaches can be cast into the collaborative filter framlevilo contrast, additional
rich visual content in social media network implies the iat#s of users and groups
and can help group recommendation.

General recommendation systems have been well invedligatta comprehen-
sive survey can be found in [2,10]. Roughly speaking, recemshation techniques
are divided into three categories. The first one is contasttl recommendation, in
which the user (or other modules) will be recommended itdm#as to the ones the
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Fig. 3 The graphical representation of latent Beta composition.

user preferred in the past. The widely-used methods arellwastpic models, such
as latent semantic analysis [8], probabilistic latent sgtimanalysis [11,12,24,22],
and latent Dirichlet allocation [3]. The second one is dudiaative filtering, in which
the user will be recommended items that people with siméatets and preferences
liked in the past. Most methods are based on matrix factioiz§10, 15,13, 14, 28],
and some probabilistic matrix factorization methods, sagtji20,19], are proposed
to deal with large scale data and noises. The last one iscdhydrommendation that
combines collaborative and content-based methods anateslsebenefits from both
the two methods. The proposed approach in this paper carebvedias a hybrid ap-
proach and exploits both visual contents and the existimkslbetween users and
Flickr groups.

3 Latent Beta composition

Before moving further, we first propose a generative prdisdicimodel - Latent Beta
composition (LBC), based upon which the group recommeadatiodel is built.
The basic idea is that users are represented as mixtureltrtopics, where each
topic is characterized by a Gaussian distribution. Its biead representation is shown
in Figure 3. LBC assumes the following generative processéch uset:.

1. Sample a random vectér= [¢; - --0p]” so thatd; ~ Beta(a, 3).

2. Sample each elemepy; of @ so thatp,;; ~ Gaussian(u, A?).

3. For each of theV imagesI;,
(@) Sample a topic vectas = [z;; - - - z;p]T SO thatz;; ~ Bernoulli(6;).
(b) Sample an imagg so thatf; ~ Gaussian(® Diag(z;)w;, 02I).

The variables in this model consist of three categories:ehpdrameters includ-
ing «, 3, o, i, A andw;, hidden variables including andz;, and observation vari-
ablesf;. Compared with topic modeling for a corpus of document, a (tsegroup)
in our problem corresponds to a document, and an image pomds to a word.

The assumption in the topic model is that the interest of a {8ea group) can
be characterized by the latent variableand an image can be composed of a few
of topics selected from a dictiona® = [¢;1 ---¢p]. In the mathematical form,

f = ® Diag(z)w, z is a topic vector, andiag(z) is a diagonal matrix with the
diagonal entries valued from and serves the role of selecting the atoms from the
dictionary.w is the projection coefficient vector in which the entriesresponding

to the selected atoms are valid. Each entry ia valued as 1 if the-th topic is used

to compose the image and valued as 0 otherwise.
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Each entry of theD-dimensional random vectdr satisfies a Beta distribution,
and then the vector essentially satisfies a joint distrimyti

D D
0 ~ [ [ Beta(a, 8) = ] B(; 6)93—1(1 —0)° 1, (1)
d=1 d=1 ’

where the beta functio®(«, /3), appears as a normalization constant to ensure that
the total probability integrates to unity. Here we use a Blig&ibution instead of the
Dirichlet distribution in Latent Dirichlet Allocation [3]The basic unit in document
analysis is a single word and often has a single meaning icdh&ext of the doc-
ument. Thus, the Dirichlet distribution is enough. In casty the basic unit in our
problem, a feature vectdt, which is composed of an image and its textual feature
represented by the vector space model, is itself also a reixtitopics. This is natu-
ral because an image may not always contain a single coneeptareover it cannot
be represented by a single topic, even it only contains desicgncept due to the
various appearance of the same concept.

Similarly, the topic vectog,; satisfies the following joint distribution,

D

D
Z; ~ H Bernoulli(¢;) = H 0741 — 0;) =i, 2
d=1 d=1

In the Gaussian distributioiGGaussian(® Diag(z;)w;, 0°I), w; is computed as
w; = ®7'f;. Thenf; satisfies the following distribution,

f; ~ Gaussian(® Diag(z;)w;, o°T) 3)
_ 1 _ e—#”fi—@ Diag(zi)wing' (4)
(2m02) 2

4 Formulation

LetU represent the set of, users. Each user € U is associated with a set of photos
v = {I},--- ,I%.}. Let g represent a Flickr group, ar@ represent the set of
groups. Each group is associated with a set of phot6% = {I7,--- ,I3,}. Letf
(f* or fjg) represent the content feature of an imdg@;* or If). Denote the user-
group relation by amn x n matrix R, in whichr,, = 1 means that the useris a
member of the group. Initially, only a part of the entries are valuedaand the rest
are unknown. The task is to find the palts g) that have large probabilities to he
which indicates that the userwill tend to join the groupy.

4.1 Joint topic model
We present a social topic model to jointly discover bothriesés for users and groups

and find the prediction function that checks the matchingekegf users to groups.
The joint model links users and groups together by buildimpgealiction edge over
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Fig. 4 The graphical representation of joint latent Beta compmsivver groups and users. The meanings
of the variables and the relations in this model can be fouma fSection 3.

related users and groups to bridge their interests. Thersexeral advantages in the
joint model. On the one hand, the bridges between users augpgwill benefit the
interest discovery for each other. The join-in relation afser to a group implies
that they share common interests, and the joint topic modeél this connect will
result in that the interests discovered are more consis@mtthe other hand, the
prediction function and interest discovery will help eathev since these two are
simultaneously computed. The graphical representatigidsvn in Figure 4. The
joint LBC assumes the following generative process.

1. Sample each elemedt; of ® so thatp;; ~ Gaussian(u, A?).
2. The generative process for each user
(@) Sample a random vect8t = [0% - - - 6%]7 so thatd® ~ Beta(at, 3%).
(b) Foreach of théV* imagesI},
i. Sample a topic vecta = [z - - - 2%,]7 so thatz}; ~ Bernoulli(}').
ii. Sample an imagé! so thatf ~ Gaussian(® Diag(z%)w¥, 7,,°I).
3. The generative process for each grgup
(@) Sample arandom vectdf = [67 - -- 69]7 so thaty) ~ Beta(a?, 39).
(b) For each of théVs images!?,
i. Sample a topic vectas! = [2], - - - 27,]" so thatz!; ~ Bernoulli(69).
ii. Sample animagé/ so thatf{ ~ Gaussian(® Diag(z!)w?, 0,°I).
4. Sample the relations between users and grdps= [r,,] so thatr,, ~
Bernoulli(h(y*,y9;n, p)).

In the above process, the superscrip@nd? denote the user-related or group-
related variables. Several additional descriptions &f fhint model are as follows.
We model the topics for users and groups by assuming thastiag the same latent
topic dictionary®, which results in that the comparison of interests can bectir
obtained by comparing the latent topic variables. Usinfgdéit dictionaries however
will lead to the complexity of the model and the difficulty dfet optimization. We
propose to use different conjugate prior parametefgor users and groups based on
the observation that users and groups essentially havereiff interest distribution.
The variance parametess, ando, in the Gaussian distribution are also different
because the photos from users and groups have differemsityve
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The prediction functionh(y“,y9;n, p) is defined over the latent topics of
users and groups. The user intergst is the averaged aggregatiog, =
ﬁ va:l Diag(z}')w¥, and the interest for a group is similarly defined. Besides th
relations between users and groups, we also aim to disdowdatent interests from
the image content and in addition explore the similarityheffatent interests between
users and groups. We observed that the photos from a userantaircmultiple top-
ics while the photos from a group often cover a single or a fapics. Figures 1, 2
and 5 show such an observation. Based on this point, we degmgrediction func-
tion using the max-min criterion,

1

1 + e~ nmaxae(1,... . py min{yy,yit—p’

h(y",y%;n,p) = (5)

Here the innemin operator aims to find the consensus overdfth topic between
the useru and the groupy, and the outemax operator aims to find the dominant
common topic between the user and the group.

5 Inference

In this section, we present a Gibbs-sampling algorithmfierithe model parameters.
In our inference algorithm, we sample the latent variaklgd et’s first see how

the other latent variables are integrated out. For the cuanee of the description,
we may drop the superscript®r? and subscriptsif not affecting the understanding.

Integrating out @
Given a user or a group, we have the likelihggd;;|0;) = Bernoulli(6,) and the
conjugate prior distributiom(6,; «, 8) = Beta(a, 3). Our goal is to integrate o,

p({zi}; o, B)
= [ p(6;a,B)p({z:}|0)dd
:/ Blo, 9?*1(1—93-)5*1)1_[1_[9;10(1 _oj)lizijde

i=1j=1

J

D
a3
D 1 >N 1 N
9(_¥+ im1 %ij— 10, 5+N*E¢:1 zij71d0

Il
—

Bla+ YN, 25, B+ N =N zi))
B(a, )

: (6)

I
=P

Integrating out ®
We havep(fi|z;, ®; w;,0) = Gaussian(® Diag(z;)w;,c?I) and p(¢ij; p, \) =
Gaussian(u, A?). Our goal is to integrate oub. The conditional distribution over
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Fig. 5 Other example photos from the same two members in Figure 2.
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whereP, is the number of all images that belong to uséts,= [f; - - - fp,], Xy =
[Diag(z1)w - - - Diag(zp, )wp, | are matrices of which each column matches one
image of a usefIr(+) is the trace operator.

Similarly, the conditional distribution ovef? } is

p({E7 3z} {wl}, ®;04)

Pg
= I Ip(fi|Zi,Wi,‘I’;0g)
i=1
H — 545 [1fi—® Diag(z;)w |3
= g
. o\D
(2mo2) ?
1 e—mHFg—‘I’XgHg
= g
DP,
2 g
(2mo2) ==
1 _2% Tr((Fy—®X,)(Fy—2X,)T)

= 79 ) (8)
(27r0§) ——

whereP,; is the number of all images that belong to groups,

Fg = [fi---fp,], Xg = [Diag(zi)w; ---Diag(zp,)wp,] are matrices of which
each column matches one image of a group.

The distribution ove®® is

p(®; 1, )
=1 (@5 1, 2)
— H %e*ﬁ(@jfﬂf

V2T

__ 1 L

(2mA2) =2
@ ;zw—feﬁ“““’“E"“’“E)T’- ©)

T 2

whereE is aD x D matrix whose elements are all equalito
With the above equations we have

pUE AT =} {20 35 {wi AWl } 0w, 0, 1, 2)
Z/p({f?}l{Z%{W?}@;Uu)p({ff}I{Zf}a {wi}, ®;09)p(®; p, \)d®

_ 1 o7 /efé’I‘r(@A@T72<I>B+C)d(I)
(27702) (27703) =2 (2mA2) T
D2
_ (2m) = . |A|‘%e‘% Tr(C—BA*lBT)’ (10)
(2m02) 25 (2m02) 2" (2mA2)
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T T T
whereA = XeXu | XX 4 1 g XuFl | Xofy B oo By Bolo
p2E?

X2
Joint distribution
The joint distribution ovefz!} is computed as follows,
U
P({Z?};auaﬁu) = Hp({zi}UQOéuaBu)- (11)
u=1
Similarly, the joint distribution ovefz! } is
G
p({zf}i a9, 85) = [ p{z}5 0. 5y)- (12)
g=1

The joint distribution ovefz!'}, {z?} is computed as follows,

Pz} {2} o, a9, Bu, By) = P21} aws Bu)p({2]}; 09, Bg)- - (13)

The joint distribution ovefz!, £}, {z/, £/} is computed as follows,

1071

p({zf, 1"}, {2! . £7}; 0)
=p({zi'}. {z]}; O)p({fi'} {f/}{zi'} {27 }; ©). (14)
where® = {aw, Bu, {W¥}, ou, i, A, g, By, {W?}, 04,1, p} represents the variables

to be estimated.
The distribution over the links is as follows,

p({rug {2} 20 AW AW = T pOrugly™. ¥%5m, 0). (15)
(u,g)

Therefore, the joint distribution oveez?, £}, {z?, £/}, {r.,} is written as the fol-
lowing,

p({z £}, {2, 17} {rug }: ©)
=p({=", £}, {2, £7}; O)p({rug Iz, £}, {2] £ }; 0). (16)

5.1 Algorithm

The algorithm consists of two steps: conditional samplind parameter estimation.
The first step samples latent topics according to the camditidistribution, and the
second step mainly estimates the parameters.

Conditional sampling

Given the current topic parametefs;' }, {z7}, the conditional distribution with re-
spect to thel-th topic 2}, of thei-th image of used can be written as follows,

( 7,d|_) O(p({z7,7 7,} {Zz’ z} @) ({TUQ}H:Zz? 7,} {Zzg7f7,g} @)? (17)
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wherez} = 2 for k # dandz}, = z. Similarly, we can get the conditional
distributionp(27,|—).

Parameter estimation

The parameters are estimated in a coordinate-wise manddoaeach coordinate
the gradient descent algorithm is adopted. The parameteiend 5y for users can

be estimated by maximizing the likelihood,

logL(aU,ﬁU|{z”})

—Z (log B(ay + Zzld,ﬁU + N, Zzld —log B(aw, Av)). (18)

The partial derivatives are written as follows,
i10 L(ay, Bul{z!})
80&[} g U, PU 7

N,
= (W(av + Z zig) —¥(av + Bu + Nu) + (v + fu) —¢(av))  (19)

u,d

8[3 log L(aw, ful{zi})

Ny,
= "W(Bu + Nu—Y_ 2) —(av + Bu + Nu) + ¥lav + Bu) — $(Bv)),
u,d i=1
(20)

wherey(-) is the digamma function. Then a gradient descent algoritam lze
adopted to estimate the two parameters.

The parameters,, A, oy ando, are then sequentially estimated by maximizing
the loglikelihood computed from Eqgn. 10 in a gradient descesginner. The param-
etersw} andw;? are estimated by jointly considering Eqns. 5 and 10 in a gradi
descent manner. The prediction functif 7, p) with the Bernoulli distribution is
essentially equivalent to the logistic regression withx ¢ 1 ,... py min{y}, v} as
the training features. At the first iteration of the algomiththis prediction function
is involved into the process. After getting the first estiimatof the latent topics,
we computenaxge ... py min{yy, 5} for each paifu, g), and update the relation
matrix R by setting entries zeros or ones and leaving the rest knoearditg to the
maxmin values. In the later steps, the pairs with known \&hre used to estimate
the parameters.

6 Experiment

In this section, we conduct experiments to evaluate theopmdnce of our proposed
approach for Flickr group recommendation and demonstsaégfectiveness by com-
paring with other widely-used techniques.
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6.1 Setup
6.1.1 Dataset

There is no public benchmark of Flickr group recommendatti@t is available for
performance evaluation. We collect the dataset using FAdK'. We crawled 200
popular Flickr groups based on the tag-based group seafdickr, by selecting 20
popular tags and selecting top 10 groups for each tag. Theoleet the information
of 53,858 users in these 200 groups, including the photostlema@ssociated tags
they uploaded as well as their profile information. The nundfig@hotos in our data
set is 6,156,124, including 3,711,319 user-uploaded ph@®&92,271 user-favored
photos, and 142,495 photos in the group pools.

For each photo, we extract two types of features: visualfeaand textual fea-
ture. We extract the dense sampling-based visual wordsasghal feature that has
been shown to yield better performance than raw visual featsuch as color or tex-
ture as reported. Specifically, we divide the image intoamifly distributed blocks.
Then raw SIFT features [17] are extracted for each block, rahtized to visual
words [27] with a vocabulary of 1024 visual words obtainedkayeans clustering.
A histogram of visual words is formed to represent the visugaitent information.
We also extract the textual features from the tags assdath the images. As pre-
processing, we remove stop words with the snowball stop Vistrdnd filter the tags
whose frequency is less than 5 in the whole corpus, whichiavged as noise or typo.
After modeling the continuous latent topic representatmrihe textual features by
latent Dirichlet allocation, we catenate the textual argligl features together as a
whole vector to represent the image.

6.1.2 Evaluation

The performance evaluation metrics of group recommenatio] consist of three
classes, predictive accuracy metric, classification amyumetric and rank accuracy
metric. In this paper, we choose classification accuracyhasevaluation metric,
which measures the frequency of a recommender system mea&imect or incor-
rect decisions. Specifically, we adopt one popular metec, the precision at the first
N position Precision@N to measure the percentage of groap#ih user would like

to join. We randomly sampl&0% of the user-group links (i.e., the user has joined the
group) for prediction, sample anothé)% for validation, and use the rest user-group
links as the training set.

6.2 lllustration

We show experimental results on the Flickr group recommigorlaNVe first present
visual illustration, then show the effectiveness in cogesice and correctness of the
inference process.

L http://ww. flickr.conl services/api/
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6.2.1 Visual illustration

Figure 6 shows the latent topics learned from the joint topadel. We show the
representative images from the four latent topics of défifierusers and the associ-
ated tags and owners. We have the following observations.ti& one hand, they
are classified into different semantic meanings. On therdthnd, the photos in the
same topic may be similar in low-level visual contents (ecglor and texture) but
with missing or noisy tags, or similar in textual informatiavith dissimilar visual
contents, or even dissimilar in both visual and textualimfation but with the same
semantic meanings which is thanks to the user-group rae&tio summary, this re-
sult justified that both user-group relations and conteatifiec are helpful for latent
topic discovery.

6.2.2 Convergence

The following illustrates the convergence of the inferepicess. Figure 7(a) shows
the log-joint probability at each iteration and the maximiog-joint probability
among this iteration and the previous iterations. We cantlsaethe joint proba-
bility reaches a very high value in the early 10-20 iteradicand then becomes a little
stable. The theoretical analysis on the convergence ofg=sbimpling has been dis-
cussed in [16]. Our experiments validate that the Gibbsgdiagnbased inference is
effective for our model.

Figure 7(b) shows the mean absolute error (MAE) in each timra
(MAE@iteration) and the minimum MAE among this iteratiordahe previous iter-
ations (Minimum MAE). The MAE value is calculated By ,,, — 1, |- It describes
the error between the actual resuf, and predicted scorae‘yu, with the lower value
showing a better performance. One can see that consist&iuoe 7(a) the MAE
value drops much in the early 10-20 iterations and is stabbrehsing in the later
learning progress.

6.2.3 Latent topics

The best dimensionality of the latent space, i.e., the nurobétent topicsD, is
achieved from the validation set. We check different D fron8610 to 50 and test
the results over the validation set by calculating the P@Nech K. The results
are shown in Figure 8. One can see that the best performameadeed when K

is set to 20. K with a smaller value may be not able to discratérthe topics with
different meanings, and K with a value higher may generataniany latent topics
that separate photos with similar meaning in differentdspAlthough the validation
can help find the optimabD, this process is a little time-consuming for large scale
data sets as varioud have to be checked. In the future, we will investigate more
efficient determination schemes to determine the numbempacs.
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Latent Topic 1

Tags: Caribana, Tomonto, Festival, Boy,

Tags: Sydney, Gay, Festivay, mardigras,.. Tags: Dinagyang, Festival2010, junsjazz,.. Tags: Kasadyahan, 2010, loilocity,
From Ucar 156 - e

Tags: Vietnam, Saigon, tet, Festival, .. Tags: Tags: Nottinghill, Camival2009, dancer,...  Tags: fish, circus, troubabour, myspace,
From User 579 From User 846 From User 1111 From User 1265
Latent Topic 2

Tags: Photo, Food, Meringus, Coffee, .. Tags: Blusberry, Raspberry, Gooseberry, .. Tags
From User 613 From User 1285

Tags: friendlyficks, taiwan, taipei, 350d,...
From User 1349 From User 1648

Tags: Latelier Tags: homemade, bread,strobe, strobist,... Tags: riodejaneiro, planetainbos, food,
From User 1669 From User 1953 From User 2095

Latent Topic 3

M

o

]

-

g

o

o
Tags: clamshell, flashfiltros, portrait, Tags: Tags: npoS0
From User 81 From User 127 From User 182

Tags: SOmmf12, architect, betatest, .. Tags: 135, tmax, eosl, eosly, S0mmf12,.. Tags: mannequins, diamondclassphoto.
From User 286 From User 349 From User 367

Latent Topic 4

Tags: didi, pet, cat, olympus, kitty, Tags:

Tags: beagle, dog, canine
From User 96 From User 122

Fram isar 487

Gote mow @ m i E—

Tags: puppy, poodle, kiss, puppyeyes, .. Tags: rufus, bassethound, basset, dog, ..~ Tags: dog, oreo, 0ob, oof, pet, animal,

Tags: animal, pets, cute, furry
From User 494 From User 495 From User 542

From User 956

Fig. 6 Visual examples for four random-selected latent topics.
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Fig. 7 (a) The change of the log-joint probability with the numbérttee iterations increases. (b) The
change of the mean absolute error with the number of theitesincreases.

BContent

& Classification
aCF

BHybrid

@1 @3 @s

Fig. 9 Performance comparison of our approach (JTM) with othe¢esi&the-art recommendation meth-
ods

6.3 Comparison

We compare the joint topic model with several state-ofdhtgtechniques adopted in
other recommendation applications for various social megplications, which can
be directly adopted to solve this problem. According to gz@homy of recommen-
dation in related work, the competitors fall in the followinategories.
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— Content. We compare our approach with the content analysis appesagrhich
try to convert all sources of features to an unified spacegusime methods, such
as latent semantic analysis [8], probabilistic latent sainanalysis [11,12, 24,
22], and latent Dirichlet allocation [3]. We tested all tineee types of methods
and found their performances are similar. In the comparia@nselect the best
result from the three methods and name it as content. Besiaealso directly
train a classifier for each group over photos using suppatovenachines. To
recommend a user to a group, we class the photos into each gnalthen use
the classification results to vote the group for the user.

— Collaborative Filtering. We also compare the result from collaborative filtering
methods [10, 15, 28]. and report the result from the recen¢sif-the art collab-
orative filtering approach, called singular value decontmrst+ (SVD++) [13,
14]. SVD++ can improve the low rank matrix factorization édsnethods and
handle the cases with missing data.

— Hybrid. We also compare our approach with one representative helRemk-
Boost [9]. This method has been applied to Flickr tag recontagon [29] by
combining the recommendations from content and collab@réitering and has
been shown to achieve the best result. In the comparisométieod is denoted
by hybrid.

Figure 9 shows the comparison results, in which we can glsag the compet-
itive results of our approach compared with other methodste\specifically, the
content-based approach gets the worst performance, dhe tow effectiveness of
low-level visual features and noises in the tags. Howewer collaborative filtering
approach performs much better. The hybrid approach, cantblvoth content and
collaborative filtering, gains the best results as expeatdith is consistent to the
results in the other recommendation system.

Our approach simultaneously makes use of the content, aadidition the rela-
tions between users and groups, while the content-basedagipand the collabo-
rative filtering-based approach only explores one cue. Elemar approach is more
capable to model the problem. In addition, the joint discpweélatent topics for users
and groups makes the discovered topics more accurate amrdcayeaible of capturing
the underlying user-group interaction. Compared with jgnes hybrid-based meth-
ods, our approach models the content using the latent toplish are learnt from
the data. The manner can extract more discriminative arcrrdtive features and
remove some useless information for our specific probleexgtation mining, while
the whole content may affect the performance if uselessnmddion is kept. On the
other hand, the prediction function and the latent topiciigey can benefit from each
other. This means that the prediction function is more adapo the latent topics,
and it can also help on learning latent topics that will ferthore make the prediction
stronger. All these make our approach more robust and pertioe best among the
state-of-the-art approaches.
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7 Conclusion

In this paper, we systematically study the problem of recemaing groups to users
in social media network. A joint topic model is proposed, ethinakes use of content
feature, collaborative information and social relationsan integrated framework.
Specifically, the proposed approach discovers the topirosders and groups jointly
and simultaneously learns the prediction function of thecimag latent topics. All
these characteristics of the proposed algorithm make gwodéred latent structure
more accurately reflect the underlying user-group intésactvhich results in a more
effective group recommendation. An efficient inferenceoathm is proposed based
on Gibbs sampling. Experimental results on Flickr groupremendation show that
our approach is more effective and efficient compared wighsthte-of-the-art group
recommendation system for social media networks.
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